
QoS Notes
IP Precedence 

Three precedence bits in the ToS field in IPv4

Can be used for WFQ, CAR, Policy Based Routing or Route Maps

User defined but RFC 791 specifies the following names:

	Number 

	Name 


	0 

	routine 


	1 

	priority 


	2 

	immediate 


	3 

	flash 


	4 

	flash-override 


	5 

	critical 


	6 

	internet 


	7 

	network 



	


Number 6 and 7 are reserved for the internet.

Policy Based Routing
Example:

! 

interface ethernet 0 

 ip policy route-map PaulsMap 

! 

route-map PaulsMap permit 10 

 match ip address 1 

 set ip default next-hop 172.16.1.1 

 set ip precedence priority 

route-map PaulsMap permit 20 

 match ip address 2 

 set ip default next-hop 172.16.2.1 

route-map PaulsMap permit 30 

 set default interface null0 

!

access-list 100 permit tcp any any eq telnet  

access-list 2 permit ip 20.1.1.1

Propagation of QoS over BGP requires use of communities.

CAR
Form of policing

Using token buckets

CIR = Burst Size/ Time Interval

Burst Size is how many bites over a given time interval  Burst size is the size of the bucket.

normal burst = configured rate * (1 byte)/(8 bits) * 1.5 seconds 

extended burst = 2 * normal burst 

Packets can be told to do the following after classified:
· Transmit—The packet is sent. 

· Drop—The packet is discarded. 

· Set precedence and transmit—The IP Precedence (ToS) bits in the packet header are rewritten. The packet is then sent. You can use this action to either color (set precedence) or recolor (modify existing packet precedence) the packet. 

· Continue—The packet is evaluated using the next rate policy in a chain of rate limits. If there is not another rate policy, the packet is sent. 

· Set precedence and continue—Set the IP Precedence bits to a specified value and then evaluate the next rate policy in the chain of rate limits. 

To configure car:

rate-limit {input | output} bps burst-normal burst-max conform-action action exceed-action action

Note Burst normal/max is in bytes not bits
	Table 7   Rate-Limit Command Action Keywords 

Keyword 
	Description 

	continue 
	Evaluates the next rate-limit command. 

	drop 
	Drops the packet. 

	set-prec-continue new-prec 
	Sets the IP Precedence and evaluates the next rate-limit command. 

	set-prec-transmit new-prec 
	Sets the IP Precedence and sends the packet. 

	transmit 
	Sends the packet. 


Or you can use a rate-limit access list:

rate-limit {input | output} [access-group [rate-limit] acl-index] bps burst-normal burst-max conform-action action exceed-action action

Then configure the access-list

access-list rate-limit acl-index {precedence | mac-address | mask prec-mask}
Notice the precedence and MAC address.  You can also configure a standard or extended access-list.

Weighted Fair Queueing

Flow based weighted fair queueing- With standard WFQ, packets are classified by flow. Packets with the same source IP address, destination IP address, source TCP or User Datagram Protocol (UDP) port, or destination TCP or UDP port belong to the same flow. WFQ allocates an equal share of the bandwidth to each flow. Flow-based WFQ is also called fair queueing because all flows are equally weighted.

To enable use the command “Fair Queue” on the interface.

Use: 

show queueing fair
To view the queue

You may specify QoS based Weighted Fair Queueing.

fair-queue qos-group 

fair-queue qos-group number weight weight

For each QoS group, specifies the percentage of the bandwidth to be allocated to each class. 
fair-queue aggregate-limit aggregate-packet

Sets the total number of buffered packets before some packets may be dropped. Below this limit, packets will not be dropped.
fair-queue individual-limit individual-packet

Sets the maximum queue size for every per-flow queue during periods of congestion.
fair-queue qos-group number limit class-packet

Sets the maximum queue size for a specific QoS group queue during periods of congestion.
	 

	Command 

	Purpose 


	Step 1  

	Router(config-if)# fair-queue tos 
	Enables ToS-based DWFQ 


	Step 2  

	Router(config-if)# fair-queue tos number weight weight 

	(Optional) For each ToS class, specifies the percentage of the bandwidth to be allocated to each class. 


	Step 3  

	Router(config-if)# fair-queue aggregate-limit aggregate-packet 
	(Optional) Sets the total number of buffered packets before some packets may be dropped. Below this limit, packets will not be dropped. 


	Step 4  

	Router(config-if)# fair-queue individual-limit individual-packet 
	(Optional) Sets the maximum queue size for every per-flow queue during periods of congestion. 


	Step 5  

	Router(config-if)# fair-queue tos number limit class-packet 
	(Optional) Sets the maximum queue size for a specific ToS queue during periods of congestion. 



	


Custom Queueuing

1. Define the queue size by using one of the following commands:

queue-list list-number queue queue-number limit limit-number  

queue-list list-number queue queue-number byte-count byte-count-number

2. Assign Packets to queue:

queue-list list-number protocol protocol-name queue-number {list|tcp|udp} keyword-value

queue-list list-number interface interface-type interface-number queue-number

3. Assign Packets to queue

custom-queue-list list

You must normalize the traffic!
Priority Queueing
1. Assign packets to queue

priority-list list-number protocol protocol-name {high | medium | normal | low} queue-keyword keyword-value

priority-list list-number interface interface-type interface-number {high | medium | normal | low}

priority-list list-number default {high | medium | normal | low}

example:

access-list 10 permit 239.1.1.0 0.0.0.255 

priority-list 1 protocol ip high list 10 

priority-list 3 interface ethernet 0 medium

2. Specify the number of packets in each queue:

priority-list list-number queue-limit [high-limit [medium-limit [normal-limit [low-limit]]]

3. Assign to interface:

priority-group list-number

Class Based Queueing

Class Maps
class-map ?

  WORD       class-map name

  match-all  Logical-AND all matching statements under this classmap

  match-any  Logical-OR all matching statements under this classmap

Then specify a match condition:

R1(config-cmap)#match ?

  access-group        
Access group

  any                  
Any packets

  class-map            
Class map

  cos                 
 IEEE 802.1Q/ISL class of service/user priority values

  destination-address  
Destination address

  input-interface      
Select an input interface to match

  ip                   
IP specific values

  mpls                 
Multi Protocol Label Switching specific values

  not                 
Negate this match result

  protocol             
Protocol

  qos-group            
Qos-group

  source-address       
Source address

Policy Maps

(config)#policy-map PaulsPolicy

 (config-pmap)#class PaulsClass
  bandwidth       
Bandwidth

  exit            

Exit from QoS class action configuration mode

  no             

Negate or set default values of a command

  police          

Police

  priority        

Strict Scheduling Priority for this Class

  queue-limit     
Queue Max Threshold for Tail Drop

  random-detect   
Enable Random Early Detection as drop policy

  service-policy  
Configure QoS Service Policy

  set             

Set QoS values

  shape           

Traffic Shaping
Policing

police ?

  <8000-2000000000>  Bits per second
police 56000 ?

  <1000-512000000>  Normal burst bytes

  conform-action    action when rate is less than normal burst

  <cr>
police 56000 2000 ?

  <1000-512000000>  Maximum burst bytes

  conform-action    action when rate is less than normal burst

  <cr>
police 56000 2000 4000 conform-action ?

  drop                   

drop packet

  set-clp-transmit       

set atm clp and send it

  set-dscp-transmit      

set dscp and send it

  set-mpls-exp-transmit  
set exp and send it

  set-prec-transmit      

rewrite packet precedence and send it

  set-qos-transmit       

set qos-group and send it

  transmit              

transmit packet
policy-map PaulsPolicy

  class PaulsClass

     police 56000 2000 4000 conform-action transmit exceed-action set-prec-transmit 3 violate-action drop
Other Policy Map options

Bandwidth

(config-pmap-c)#bandwidth ?

  <8-2000000>  
Kilo Bits per second

  percent      

% of Available Bandwidth
Priority

(config-pmap-c)#priority ?

  <8-2000000>  
Kilo Bits per second
· Gives strict priority over other traffic

Shapping

(config-pmap-c)#shape ?

  average      configure token bucket: CIR (bps) [Bc (bits) [Be (bits)]], send

               out Bc only per interval

  max-buffers  Set Maximum Buffer Limit

  peak         configure token bucket: CIR (bps) [Bc (bits) [Be (bits)]], send

               out Bc+Be per interval
Apply to the interface using the command:

service output {name}

IP RTP Priority

Used to prioritize UDP traffic 

ip rtp priority starting-rtp-port-number port-number-range bandwidth

WRED
Weighted Random Early Detection

Used to prevent the teardrop effect where all data flows throttle at the same time.
WRED, the Cisco implementation of RED, combines the capabilities of the RED algorithm with IP Precedence to provide preferential traffic handling for higher priority packets. It can selectively discard lower priority traffic when the interface begins to get congested and provide differentiated performance characteristics for different classes of service.

To configure, under the interface:

random-detect

To enable Flow based WRED:

random-detect flow

FWRED works by categorizing incoming data into flows, keeping track of the state of these flows, and dropping packets from non-responsive flows when they exceed a multiple of their average flow depth. In this way, FWRED ensures that packets that reduce their transmission because of WRED packet drops are protected from flows that do not respond to WRED packet drops. It also guarantees that a non-responsive flow will not monopolize the entire link.
Traffic Shapping
Generic Traffic Shapping

Under the interface configure one of the GTS commands:

traffic-shape rate bit-rate [burst-size [excess-burst-size]]

Or with an access list:

traffic-shape  group access-list-number bit-rate [burst-size [excess-burst-size]]

on Frame Relay Interfaces:

traffic-shape rate bit-rate [burst-size [excess-burst-size]]

traffic-shape adaptive[bit-rate]  BECN Notifications
traffic-shape fecn-adapt

To monitor:

show traffic-shape statistics [interface-name]
Examples:

access-list 101 permit 10.10.10.10 

access-list 102 permit 10.10.10.20 

access-list 103 permit 10.10.10.30 

! 

interface serial 0 

 traffic-shape group 101 64000 

 traffic-shape group 102 64000 

 traffic-shape group 103 256000 

or

interface serial 4/1:0 

 traffic-shape rate 64000 6400 6400

With Frame Relay

interface serial 2 

 traffic-shape rate 1544000 

 traffic-shape adaptive 64000 

 traffic-shape fecn-adapt
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